Chapter II


Background


The current work has a lot of precursors and sources of ideas. This section tries to mention at least some of them.


2.1. Cognitive Architectures


In recent years, a number of proposals for cognitive archi�tec�tures have been published in the literature. Some of them have been declared specifically as cognitive archi�tec�tures (Anderson, 1983, 1993; Newell, 1991) while others are centered around a specific model but are nevertheless sufficiently general to fall into this category (Holland et al., 1986; Kokinov, 1994a; Hofstadter, 1984 1995).


One very influential proposal is Soar (Laird et al., 1987; Newell, 1991). It will not be discussed here, however, because it is relatively far from the topics that are central to this thesis. In particular, Soar belongs to (and, indeed, epitomizes) the symbolic approach to cognitive modeling, while Dual seeks integration with con�nec�tion�ism. Soar also lacks separate declarative component — all long-term knowledge resides in production rules. This is quite dif�fer�ent from the Dual representation scheme.


John Anderson’s ACT* (1983) and ACT-R (1993) have greatly influenced the research on Dual. There are a lot of deep similarities be�tween the two proposals. Both archi�tec�tures use hybrid representation schemes with declarative and procedural components. Both archi�tec�tures depend on a con�nec�tion�ist mechanism for delineating the scope of the working memory and for retrieval of relevant in�for�ma�tion. In both archi�tec�tures, the speed of the symbolic operations varies in accordance to the ac�ti�va�tion level of the declarative aspect. This list, which can easily be prolonged, reveals that Dual has many features in common with ACT* and its successor ACT-R.


We now turn to the dif�fer�ences among the two proposals. In the discussion below, we will refer to the more recent version — ACT-R — though most of the points apply to ACT* as well.


 Dual puts less emphasis on the procedural-declarative distinction than ACT-R does. Dual seeks integration be�tween these two aspects and, therefore, does not separate them. In particular, the knowledge-representation scheme in Dual is based on frames, thus putting both aspects together at the micro-level. At the macro-level, the Dual network is a unified long-term memory that keeps declarative and procedural pieces of knowledge. In contrast, ACT-R has separate long-term memories. The arguments advanced in favor of this separation (e.g. Anderson, 1993, p. 21) are forceful but in our view their main thrust is to justify that the procedural-declarative distinction is warranted in the first place. Dual certainly accepts the utility of this distinction. What is questioned is whether such radical divorce be�tween declarative and pro�cedural memories, taken as large-scale structures, is really necessary. Detailed treatment of this controversy, however, is beyond the scope of this thesis.


Another difference be�tween Dual and ACT-R is that the latter depends on a central executive that decides which rule to fire. The expected utilities of all matching rules is calculated in a decentralized and parallel fashion, but at the end only one rule fires. The decision about how much time to allow for matching of productions and when to pick up the winner is made centrally. This is quite different from the approach adopted in Dual, where all active symbolic processors run in parallel. (With respect to this, Dual is more similar to Soar than to ACT-R.)


Finally,  the con�nec�tion�ist and symbolic aspects are treated on equal footing in Dual, while in ACT-R the symbolic aspect seems to dominate. Thus, it could be argued that the degree of hybridization in Dual is greater than in ACT-R.


Another proposal originates from Hofstadter (1984, 1995) and has been instantiated in two related models of analogy-making and high-level perception — Copycat (Hofstadter & Mitchell, 1991; Mitchell, 1993) and Tabletop (French, 1995). The common foundation of these two models is sufficiently general to be considered a cognitive archi�tec�ture. It this thesis it is referred to as ‘Copycat archi�tec�ture’.


There are many similarities be�tween Dual and the Copycat archi�tec�ture. In both of them the overall com�pu�ta�tion emerges out of local activities carried out by small agents (called codelets in Copycat) in the absence of central executive. Both archi�tec�tures employ the idea that the speed of processing should vary dynamically, reflecting the judged relevance of the pieces of in�for�ma�tion being processed. However, Copycat uses a very dif�fer�ent mech�an�ism for implementing this general idea — codelets are chosen one at a time, with probabilities proportional to their urgencies.


The latter point highlights one of the main differences be�tween Dual and Copycat — the former is deterministic while the latter is stochastic. It is remarkable that the two archi�tec�tures exhibit very similar properties at the macro-level despite this big underlying dif�fer�ence. On one hand, this is due to the fact that the non-determinism in Copycat is chiefly at the level of small-scale local decisions, and the statistical outcome of all these micro-level random events yields stable and regular behavior of the sys�tem as a whole. On the other hand, the deterministic nature of Dual does not imply that everything in the archi�tec�ture is prescribed beforehand. Like in Copycat, the overall behavior of a Dual-based sys�tem emerges out of small local operations which depend on many factors that vary in time. As a consequence, Dual can generate frequency distributions that are similar to the statistics generated by Copycat (see section 5.3.).


Another difference be�tween Dual and Copycat is that the latter keeps instances (or tokens) and concepts (or types) separate. Instances reside in the Workspace while concepts reside in the Slipnet. In Dual, both kinds of agents are in the same net�work, which allows for closer in�ter�ac�tion be�tween them.


In addition, Dual is characterized by greater coupling be�tween the procedural and the declarative aspect. In Copycat, the codelets are detached from the nodes, although the interdependence be�tween the two is very strong. In Dual, however, this interdependence is even stronger because everything is in one and the same hybrid agent having procedural and declarative aspects.


2.2. Models of Analogy-Making


Analogy-making is a very complex phenomenon and it is very difficult to embrace all of it at once. As a consequence, most of the research on the topic could be characterized by the ancient maxim 'Divide and conquer!' That is, analogy-making is usually con�ceived of with reference to separate stages  or phases. For instance, one possible division include:


Perception  (representation building) of the target problem or situation;


Retrieval of an appropriate analog (called base) from long-term memory


Mapping the base onto the target to find corresponding elements;


Transfer of knowledge from the base to the target.


Evaluation of the imported knowledge in the framework of the target.


Learning and generalizing the new experience for use in the future.


These stages are supposed to be relatively independent from one another and thus susceptible to piece�meal exploration. Different researchers focused their attention on different aspects of analogy making, each building a model that highlights some issues at the expense of others.


In contrast, the Ambr project advocates the strategy of integration. This does not mean, however, that we overlook the honored 'Divide and conquer!'  On the contrary, we think it has given rise to quite a lot of knowledge which could (and should) serve as a spring�board for any further research. Keeping this in mind, we start our presentation with a brief over�view of some previous models. Out of the many titles, we have chosen only those which have directly influenced our work.


Dedre Gentner (1983) focuses her attention on the process of establishing a mapping between two situations represented in predicate calculus. She proposes the systematicity principle — interlocking relations from one descrip�tion should be mapped onto interlocking relations from the other.  The claim is that this can be achieved on a syntactic basis by giving special treatment to higher-order predicates like 'cause'. This general idea has been implemented in a computer program called Structure Mapping Engine (SME) (Falkenhainer, Forbus & Gentner, 1986) and is present in one form or another in all subsequent models.


Keith Holyoak and Paul Thagard argue that the structural considerations are surely necessary but not sufficient for many analogies. They propose the multiconstraint theory (Holyoak & Thagard, 1989, 1995) that operates with three distinct interrelated types of constraints: similarity, structure, and purpose. This theory is embodied in two computational models addressing the phase of mapping (Holyoak & Thagard, 1989) and retrieval (Thagard et al, 1990).


The connectionist computational procedure of constraint satisfaction   is a defining feature of these models. It allows for simultaneous (partial) satisfaction of the constraints by relaxation of a neural net�work. The nodes of this constraint-satisfaction network (CSN) represent hypotheses about correspondences be�tween el�ements of the two situations. The links represent the constraints.


Holyoak & Thagard (1989) have used this algorithm in their ACME model (Analogical Constraint Mapping Engine). This model works in two steps: (i) the CSN is constructed serially by a symbolic routine and (ii) the net�work is run until it reaches asymptotic state. Metaphorically, this model ‘translates’ the task from symbolic terms (propositional calculus) to the ‘language’ of localist con�nec�tion�ist net�works. There is no genuine interaction be�tween the symbolic and the con�nec�tion�ist component. Therefore, ACME can be considered as a precursor of hybrid models but in itself it does not constitute such a model.


Mark Keane (1988) introduces the notion of incremental mapping. His Incremental Analogy Machine (IAM) model builds correspondences by starting from a seed match and gradually expanding it, backtracking when necessary.


Hummel & Holyoak (1997) propose an integrated model of analogical retrieval (or access) and mapping called LISA (Learning and Inference with Schemas and Analogies). This model is deeply rooted in con�nec�tion�ism and uses dynamic binding for the purposes of structured representations. This model, like a few others models of retrieval, is discussed in more detail in section 4.1.3.2.


All models cited so far start from a hand-coded representation of the target problem 'implanted' into their working memory. In other words, they by-pass the task of building an appropriate representation of the problematic situation. There are strong arguments, however, that this latter perceptual aspect is crucial to analogy making (Chalmers et al., 1992). The intimate interplay between perception and analogy-making is the defining feature of the work of Douglas Hofstadter, Melanie Mitchell, and Robert French (Hofstadter, 1984, 1995; Mitchell, 1993; French, 1995). Their models — Copycat and Tabletop — constitute an important bridge over the gap that separated research on analogy-making from that on percep�tion.
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