Chapter I


Overview and Goals of the Project


1.1. Overview


This thesis describes a cognitive archi�tec�ture named Dual and a cognitive model that has been built on its basis. It provides detailed specifications of the archi�tec�ture and the model and discusses their properties from the perspective of the study of human cognition. In addition, it reports some simulation experiments performed with the model.


The research documented here is part of a large research program launched by Boicho Kokinov about ten years ago (Kokinov, 1988). The project which is the focus of this thesis aims at replication, solidification, and extension of the results obtained so far (Kokinov, 1994a,b,c; Kokinov et al., 1996). An important ingredient of the project is the development of a computer implementation of the archi�tec�ture as a foundation for future research on Dual.


The model discussed in the next chapters is called Ambr — an acronym for Associative Memory-Based Reasoning (Kokinov, 1988). Ambr is a cognitive model with very broad scope. Its ambition is to offer a unified account of deduction, induction, and analogy. They are treated not as dif�fer�ent and idiosyncratic modes of reasoning but rather as manifestations of one and the same underlying mechanism.


This thesis describes Ambr2 — a revised and extended sequel of the model presented by (Kokinov, 1994a). The new version is characterized by a number of new features on the theoretical side, as well as an entirely new and portable computer implementation.


The model has been tested on a number of examples in a simulation-experiment setting. Since all the examples can be classified as analogies, Ambr2 is discussed here chiefly as a model of analogy-making. This does not imply that the model has given up the generality of the original proposal. The presentation is deliberately centered on analogy-making in order to stay focused on the concrete results that have been obtained so far.


1.2. Main Ideas of Dual


Theorists are strongly influenced by their various preconceptions. The most deeply rooted preconception guiding my theorizing is a belief in the unity of human cognition, that is, that all the higher cognitive processes, such as memory, language, problem solving, imagery, deduction, and induction, are different manifestations of the same underlying system.


(Anderson 1983, p.1)


The prime mover of Dual research is the notion of integration. This general thema (Holton, 1973) is instantiated in various ways, some of which are outlined below and will be discussed extensively in the next chapters.


Dual is a general-purpose cognitive archi�tec�ture that comprises a unified description of mental representation, memory structures, and processing mech�an�isms. All these aspects of the architecture are organized around a small set of principles:


	Hybridity. Dual is hybrid — it consists of complementary aspects that are brought together into a coherent whole. Moreover, it is hybrid in two ways. On one hand, it hinges upon the symbolic/connectionist distinction and the integration be�tween the two. On the other, there is the declarative/procedural distinction and integration thereof. The four aspects derived from these two pairs are merged together and are present simultaneously at every level of granularity in the archi�tec�ture.


	Emergent computation. All processing and knowledge representation in the archi�tec�ture is carried out by a cohort of small entities called Dual agents. There is no centralized executive that controls the whole sys�tem, makes large-scale decisions, allocates resources, resolves conflicts and so on. Instead, small-scale Dual agents interact with one another, locally, and the global behavior of the sys�tem emerges from the self-organizing pattern of these in�ter�ac�tions.


	Dynamics and context-sensitivity. An important feature of Dual’s operation is that it is constantly changing in response to influences from the en�vi�ron�ment. This is possible due to the emergent nature of the processing that underlies Dual’s operation and to the lack of rigid and pre-programmed specification of the computation. In particular, there is no sharp boundary be�tween the ‘task’ or the ‘problem’ given to the sys�tem to solve, and the ‘context’ that accompanies this problem. One and the same problem can be solved in dif�fer�ent ways during two successive runs of a Dual-based model, in spite of the strictly deterministic character of the archi�tec�ture.


In a little more detail, each Dual agent is a hybrid entity that serves both representational and processing purposes. It has a micro-frame that stores declarative and procedural in�for�ma�tion. The micro-frame has slots which are usually filled by references to other Dual agents. These references can be conceptualized as links that connect the agents in a net�work-like structure. Correspondingly, each Dual agent can be conceptualized as a node in that net�work. Thus, there are two metaphors related to a Dual-based sys�tem. On one hand, it can be viewed as a population of in�ter�ac�ting agents; on the other, it resembles a net�work of interconnected nodes.


Each Dual agent is capable of performing certain simple in�for�ma�tion-processing tasks. Most of these tasks involve in�ter�ac�tion with its neighbors. Dual interactions are relatively simple — they boil down to exchange of symbols (discrete, compositional units) and activation (continuous, additive quantity) be�tween two agents.


Each Dual agent has a connectionist processor that is capable of receiving ac�ti�va�tion, transforming it in accordance to some simple numerical rule, and sending it further. There is an activation level associated with each agent and a weight associated with each link. The former is a measure of the degree of relevance of the particular agent to the particular task and context. The latter is a measure of the intensity of the in�ter�ac�tion be�tween a pair of agents.


On the other side of the coin, each agent has a symbolic processor that is capable of receiving a symbol, transforming it in accordance to some simple symbolic routine, and potentially sending (another) symbol to its peers. The symbolic processor can discriminate its neighbors on the basis on the contents of their micro-frames as well as on the label of the links that establish the in�ter�ac�tions be�tween them.


Dual agents are heterogeneous — they differ both in their declarative components and in the characteristics of their processors (con�nec�tion�ist and symbolic). In addition, some of the agents are temporary. They are created dynamically to meet some particular demand and disappear when are no longer needed. The question whether some agent is needed (relevant) or not is answered by the con�nec�tion�ist aspect of the archi�tec�ture: tem�por�ary agents fizzle out when their ac�ti�va�tion level drops below some lethal threshold.


The speed of the symbolic processing performed by a given Dual agent depends on its activation level. Active agents work rapidly, less active agents work slowly, and inactive agents do not work at all. In this way, each agent contributes to the overall com�pu�ta�tion in the sys�tem to a dif�fer�ent extent. The influence of each agent is proportional to the degree to which it is judged relevant to the particular task and context. As ac�ti�va�tion levels change continuously, the speed of various agents change accordingly, giving advantage to some and disadvantage to others. Under dif�fer�ent circumstances, dif�fer�ent agents will take the lead and they will determine the global outcome of the com�pu�ta�tion.


Dual agents (occasionally called micro-agents) aggregate in larger ‘teams’ called co�ali�tions and formations. It is at this higher level of granularity where the emergent nature of the archi�tec�ture becomes evident. Co�ali�tions are ensembles of micro-agents that share a more or less stable pattern of in�ter�ac�tion. They differ in size and in the degree of inter�dependence among their members. A Dual agent can participate in several co�ali�tions simultaneously and to a dif�fer�ent extent. It can also join or renounce a given coalition, that is, establish or abandon in�ter�ac�tions with its members. Thus, co�ali�tions emerge dynamically out of the local in�ter�ac�tion be�tween micro-agents.


The knowledge in a Dual-based sys�tem resides in individual micro-agents — in their micro-frames, built-in procedures, and the attributes (labels and weights) of their in�ter�ac�tions. In other words, the population of all Dual agents comprise the long-term memory of the archi�tec�ture. It may contain thousands of agents. At any given moment, however, only a few dozens of them are active. The active portion of the long-term memory, plus the temporary agents constructed during recent com�pu�ta�tions, constitute the working memory of the archi�tec�ture. The contents of the working memory changes dynamically as agents gain or lose ac�ti�vity, as well as temporary agents are added or removed.


Finally, it should be noted briefly where all this ac�ti�va�tion comes from in the first place. There are two sources of ac�ti�va�tion in the archi�tec�ture — goal node and input node. A Dual-based model is requested to begin working on a given problem by attaching some of the agents describing the problem to the goal node. Other agents are connected to the input node. The ac�ti�va�tion that comes from these nodes can then spread through the net�work via the links. There is also spontaneous decay of the ac�ti�va�tion which limits its propagation and restricts the size of the working memory.


1.3. Scope of the Ambr Model as Reported Here


Ambr is a cognitive model built on the basis of Dual. In its general form, it is conceived as an integrated model of deductive, inductive, and analogical reasoning (Kokinov, 1988). These three kinds of reasoning are viewed as slightly dif�fer�ent versions of a single uniform reasoning process. In Ambr, the basic description of this process is that it establishes correspondences be�tween two problems, schemes, or situations, and transfers some el�ements from one to the other, with due modification. The model explains deduction, induction, and analogy in terms of the relation�ships be�tween the two schemes (or situations, etc.) that happen to be put in correspondence in each particular case. In this way, analogy can be viewed as the most general one, with deduction and generalization at the two extremities — where the ‘source’ and the ‘target’ are related in a special way, one of them being a specific instance of the other.


The research reported in this thesis concentrates on analogy-making. Therefore, Ambr is presented and discussed here as a model of analogy-making, regardless of the fact that some of the considerations might have broader scope.


The models of analogy-making typically decompose it into separate stages or phases (Hall, 1989; Gentner, 1983, 1989; Forbus et al, 1994a; Holyoak & Thagard, 1989, 1995; Keane, 1988; etc.). For example, one possible decomposition include: (i) representation of the target problem, (ii) retrieval of a source analog from LTM, (iii) mapping the two situations, (iv) transfer from the source to the target, (v) evaluation of the analogical inferences, and (vi) learning. Some researchers (e.g. Gentner, 1989) argue that the stages of analogy-making are relatively independent from one another and are thus susceptible to piecemeal exploration. Others (e.g. Chalmers et al., 1992) oppose to this view, claiming that the process of analogy-making is inseparable in principle due to the high degree of inter�dependence among its components.


Ambr agrees with the second position. In this model, the components of analogy-making are conceptualized as subprocesses that overlap in time and influence each other. The long-term goal of the Ambr project is to devise an integrated model that realizes all these subprocesses on the uniform foundation of Dual. This is a very ambitious goal, however. At present, there is no model that incorporates all the aspects listed above. Ambr makes no exception.


The scope of this thesis is restricted to the sub�processes of retrieval and mapping and the integration be�tween the two. These two components of the model have been elaborated in much more detail. Moreover, the simulation experiments performed with the model so far deal with retrieving a situation from LTM and mapping it to a target situation.


To sum up, this thesis deals not with Ambr in general but with its current version denoted Ambr2. (The version documented in Kokinov (1994a) will be referred to as Ambr1.) Ambr2 is presented as an integrated model of analogical retrieval and mapping. Due to the ambitiousness of the Ambr project, even this limited version of the model is quite elaborated and deserves attention and evaluation in its own right.


1.4. Goals of the Project


This section is organized in a slightly non-canonical way. An AI veteran (McDermott, 1981) gives the following advice about developing and documenting complex computer models:


[...] If a thorough report on a mere actual implementation was required, or even allowed, as a Ph.D. thesis, progress would appear slower, but it would be real. [...]


My proposal is that thesis research, or any other two-year effort, should be organized as follows:


As before, a new problem, or old problem with partial solution, should be chosen. The part of the problem where most progress could be made (a conceptual “inner loop”) should be thought about hardest. Good ideas developed here should appear in a research proposal.


The first half of the time allotted thereafter should be applied to writing Version n+1, where n is the version number you started with (0 for virgin problems). (Substantial rewriting of Version n should be anticipated.) The second half should be devoted to writing the report and improving Version n+1 with enough breadth, clean code, and new user features to make it useful to the next person that needs it.


The research report will then describe the improvements made to Version n, good ideas implemented, and total progress made in solving the original problem. Suggestions for further improvements should be included, in the future subjunctive tense.


(McDermott, 1981; p.160; emphasis in original)


We have taken this advice seriously. Consequently, the goals of this project are the following:


	Developing a portable computer program that implements the archi�tec�ture Dual. This program will serve as a foundation not only for Ambr but for additional Dual-based models in the future.


	Extending and refining the conceptual specification of the archi�tec�ture. Resolving the ambiguities of the original specification.


	Developing a portable computer program that implements Ambr2.


	Extending the Ambr1 model by proposing new computational mechanisms, new types of agents, refining the knowledge-representation scheme and so forth.


 Performing simulation experiments with the model.
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